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Learning Objectives

v"Why software is key to energy efficient computing

v"What energy transparency means and why we
need energy transparency to achieve energy
efficient computing

v"How to measure the energy consumed by
software

= How to estimate the energy consumed by
software without measuring

= How to construct energy consumption models
= Why timing and energy analysis differ
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SRA for Energy Consumption

= Adaptation of traditional resource usage
analysis techniques to energy consumption.

= Techniques automatically infer upper and
lower bounds on energy usage of a program.

= Bounds expressed using monotonic
arithmetic functions per procedure
parameterized by program’s input size.

= Verification can be done statically by
checking that the upper and lower bounds on
energy usage and any other resource defined
In the specifications hold.



Specified Resource Usage
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Analysis Result
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Verification
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Static Energy Usage Analysis

Original Program: Extracted Cost Relations:
int fact (int x) { Ceact (X) = C, + Cy if x<=0
if (x<=0)2 Cgact (X) = C, + CL(X) if x>0
return 1P°; C. (X) = Cq + Cgpor (x-1)

return (x *9 fact(x-1))¢;

= Substitute C_, C,, C4 with
the actual energy required to execute the
corresponding lower-level (machine) instructions.



Energy Modelling
captures energy consumption




Modelling Considerations

= At what level should we model?
— Instruction level, i.e. machine code
— intermediate representation of compiler
— source code

= Models require measurements
— need to associate entities at a given level with
costs, I.e. energy consumption

e accuracy
e usefulness



Modelling Considerations

= At what level should we model?
— Instruction level, i.e. machine code
— intermediate representation of compiler
— source code

= Models require measurements
— need to associate entities at a given level with

costs, I.e. energy consumption
2

» accuracy — the lower the better
 usefulness — the higher the better




ISA-Level Energy Modelling

Energy Cost (E) of a program (P):

EP — Z(Bl X Nz) s Z(Ozj X NZJ)
i)

7

Instruction Circuit State

Base Cost, Overhead

B;, of egch O, ;, for each

Instruction i iné]truction
pair

Based on V. Tiwari, S. Malik and A. Wolfe. “Instruction Level Power Analysis and Optimization of
Software”, Journal of VLSI Signal Processing Systems, 13, pp 223-238, 1996.
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ISA-Level Energy Modelling

Components of an Energy Model:

Ep = Z<Bi X N;) + Z(Oi.j X Nij)

i i,

" B;and O, ; are energy costs.

= Characterization of a model through

measurement produces these values
for a given processor.

Based on V. Tiwari, S. Malik and A. Wolfe. “Instruction Level Power Analysis and Optimization of
Software”, Journal of VLSI Signal Processing Systems, 13, pp 223-238, 1996.
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ISA-Level Energy Modelling

Components of an Energy Model:

Ep=)Y (Bix Ni)+ Y (0i; x Ni ;)

i i,j

= N is the number of times that
instruction i is executed, and

" N,;is the number of times that the
execution of instruction i is followed by
the execution of instruction ;.

Based on V. Tiwari, S. Malik and A. Wolfe. “Instruction Level Power Analysis and Optimization of
Software”, Journal of VLSI Signal Processing Systems, 13, pp 223-238, 1996.
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Exercise: E(fact (3))?

int fact (int x) {
int ret = x;
while (--X)

{

ret *= x;

}

return ret;

How much energy
does a call to

fact(3) consume?

fact:

L3

L2

sub
cmp
beq

mul
sub
cmp
bne

bx

r3,
r3,
L2

ro0,
r3,
r3,
.L3

1r

ro,

7#0

r3
r3,

7#0

#1

#1



Base Cost Characterization

Instruction | Base Cost

[pJ]
sub 600
cmp 300
beq 500
mul 900
bne 500
bx 700

fact:
sub
cmp
beq
.L3:
mul
sub
cmp
bne
L2:
bx

r3,
r3,
L2

r0,
r3,
r3,
.L3

1r

r0, #1
#0

r3
r3, #1
#0



Overhead Characterization

fact:

.L3:

L2

sub
cmp
beq

mul
sub
cmp
bne

bx

r3,
r3,
L2

ro,
r3,
r3,
L3

1r

ro, #1
#0

r3
r3, #1
#0

O;; | beq | bne | bx | cmp | mul sub
[pJ]
beq 0 10 10 30 30 30
bne | 10 0 10 30 30 30
bx 10 10 0 60 60 60
cmp | 10 10 10 0 20 20
mul 10 10 10 30 0 30
sub 10 10 10 20 30 0




Instruction Characterization

Instruction | Base Cost O;; | beq | bne | bx | cmp | mul sub
[pJ] [pJ]

beq 500 beq 0 10 10 30 30 30
bne 500 bne | 10 0 10 30 30 30

bx 700 bx 10 10 0 60 60 60
cmp 300 cmp 10 10 10 0 20 20
mul 900 mul 10 10 10 30 0 30
sub 600 sub | 10 10 10 20 30 0




ISA-Level Energy Modelling

Components of an Energy Model:

Ep = Z(B,; X N;) + Z(Oi.j X Nij)

t 2,]
Instruction Base Cost O;; beq bne bx cmp mul sub
[pJ] [pJ]
beq 500 beq 0 10 10 30 30 30
bne 500 bne 10 0 10 30 30 30
bx 700 bx 10 10 0 60 60 60
cmp 300 cmp 10 10 10 0 20 20
mul 900 mul 10 10 10 30 0 30
sub 600 sub 10 10 10 20 30 0

Based on V. Tiwari, S. Malik and A. Wolfe. “Instruction Level Power Analysis and Optimization of
Software”, Journal of VLSI Signal Processing Systems, 13, pp 223-238, 1996.



ISA-Level Energy Modelling

Components of an Energy Model:

Ep = Z(B, X N;) + Z(Oi.j X Njj)

U 2,

= N;and N,; represent the number of
times specific instructions and
iInstruction pairs are executed.

= How can we determine these?

V. Tiwari, S. Malik and A. Wolfe. “Instruction Level Power Analysis and Optimization of Software”,

Journal of VLSI Signal Processing Systems, 13, pp 223-238, 1996.
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Exercise

@ Argument is in ro0

fact:

sub r3, r0, #1

cmp r3, #0

beq L2 @ Never iterate loop if num ==
.L3:

mul r0, r3 @ Accumulate factorial value in r0

sub r3, r3, #1 @ r3 is decrementing counter

cmp r3, #0

bne L3 @ Loop if we haven't reached 0
L2:

bx 1r @ Return, answer is in r0

Which instruction sequence is being executed for a call to
fact(3)?



Exercise

@ Argument is in ro0

fact:

sub r3, r0, #1

cmp r3, #0

beq L2 @ Never iterate loop if num == 1
.L3:

mul r0, r3 @ Accumulate factorial value in r0

sub r3, r3, #1 @ r3 is decrementing counter

cmp r3, #0

bne L3 @ Loop if we haven't reached 0
L2:

bx 1r @ Return, answer is in r0

A call to fact (3) would invoke the following instructions in this order:
* sub, cmp, beqg (not taken),
* mul, sub, cmp, bne (taken),

* mul, sub, cmp, bne (not taken),
* bx



Exercise

Instruction | Base Cost O,; | beq [ bne | bx | cmp | mul sub
[pJ] [pJ]

beq 500 beq 0 10 10 30 30 30
bne 500 bne | 10 0 10 30 30 30

bx 700 bx 10 10 0 60 60 60
cmp 300 cmp 10 10 10 0 20 20
mul 900 mul 10 10 10 30 0 30
sub 600 sub | 10 10 10 20 30 0

A call to fact (3) would invoke the following instructions in this order:

* sub, cmp, beqg (not taken),
* mul, sub, cmp, bne (taken),
* mul, sub, cmp,

* bx

bne (not taken),




Exercise

B = Z(Bz X Nz) il Z(Oi,j X Ni‘aj)

2 2]

sub, cmp, beq (not taken), mul, sub, cmp, bne (taken),
mul, sub, cmp, bne (not taken), bx

Efact(S) =



Exercise

B = Z(Bl X Nz) g Z(Olj X Nl])

i i\j

sub, cmp, beq (not taken), mul, sub, cmp, bne (taken),
mul, sub, cmp, bne (not taken), bx

E i3 = 37600pJ + 3*300pJ + 500pJ +2*900 + 2*500pJ + 700pJ
+ 3*20pJ + 10pJ + 30pJ + 2*30pJ + 2*10pJ + 30pJ + 10pJ

= 6920pJ = 6.92n]




Is it really this easy?

Energy Cost (E) of a program (P):

EP — Z(Bl X Nz) s Z(Ozj X Nlj)
i)

7

Instruction Circuit State

Base Cost, Overhead

B;, of egch O, ;, for each

Instruction i iné]truction
pair

Based on V. Tiwari, S. Malik and A. Wolfe. “Instruction Level Power Analysis and Optimization of
Software”, Journal of VLSI Signal Processing Systems, 13, pp 223-238, 1996.
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Is it really this easy?

Energy Cost (E) of a program (P):

Ep — Z(Bl X NZ) -+ Z(Olj X NZJ) -+ Z E/{,
k

i &
Instruction Circuit State Other
Base Cost, Overhead. Instruction
B;, of each 0. .. for each Effects
instruction i i Shruction

pair

V. Tiwari, S. Malik and A. Wolfe. “Instruction Level Power Analysis and Optimization of Software”,

Journal of VLSI Signal Processing Systems, 13, pp 223-238, 1996. 31



Energy Modelling

Energy Cost (E) of a program (P):

Ep — Z(Bl X Nl) - Z(OZJ X NZJ) -1 Z E/{

() %7 k

Instruction Circuit State Other

Base Cost, Overhead, Instruction

B;, of each O. . for each Effects

instruction i S ction (stalls,

pair cache

misses,
etc)

V. Tiwari, S. Malik and A. Wolfe. “Instruction Level Power Analysis and Optimization of Software”,

Journal of VLSI Signal Processing Systems, 13, pp 223-238, 1996. 32



XCore Energy Modelling

Energy Cost (E) of a multi-threaded program (P):

Ny
Ep — PbaseNidleTCIk i3 2: Z: ((MthO + Pbase) Ni,tTclk)

t=1 icISA
ldle base Concurrency cost, instruction
power and cost, generalised overhead,

el e base power and duration

= Use of execution statistics rather than execution trace.
= Fast running model with an average error margin of less than 7%.

S. Kerrison and K. Eder. 2015. “Energy Modeling of Software for a Hardware Multithreaded Embedded
Microprocessor”. ACM Trans. Embed. Comput. Syst. 14, 3, Article 56 (April 2015), 25 pages.
DOI=10.1145/2700104 http://doi.acm.org/10.1145/2700104 33




The set up...

i

Caore supply
INAZIS Mastor processor

Ny
Power samples _{ XMProfile

Slave processor (DUT)
INA21S controd Test run Test LJ
vy software Ready / kemels g
start [
stop Hoy PC
Testinfo &
poveer data

S. Kerrison and K. Eder. 2015. “Energy Modeling of Software for a Hardware Multithreaded Embedded
Microprocessor”. ACM Trans. Embed. Comput. Syst. 14, 3, Article 56 (April 2015), 25 pages.
DOI=10.1145/2700104 http://doi.acm.org/10.1145/2700104




|ISA Characterization

Even threads instruction (name & encoding)

]

1lsu
eq

eq
byterev
bitrev
not

rus
rus

zext
sext

Odd

ALU instructions - 32-bit data

o
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hreads instruction (name & encoding)
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|ISA Characterization

—~
= ALU instructions - 32-bit data ALU instructions - 8-bit data
oo | lmul lmul e e - 2% e . e e A
= ladd 1sub
S  1lswb ladd - - - B L A
Q maccu maccu ]
o] maccs maccs
Q cre8 cr‘clg I
03 c:ggg c:c':32 !
©  ashe sub s
E add ashr 12rus !
sub ashr I
g .4 ad 3
= R 25
= :hz :gd
- sh
§ ;hl zcu
S5 ss
% 1:: '22
eq eq
S byterev neg
. bitrev mkmsk
L] ::; bytczov‘:
'g mkms k bitrev
@ clz not
— mkmsk clz
.-Q zext sext
e sext zext
At o~
g zext zext
> LR
€2 EZ“J’.‘L‘:!
-
HMMHN MO0 D —
£E350883%3
L 3 L] a !-—u—c-—c
hreads instruction (name & encoding) Odd threads instruction (name & encoding)

S. Kerrison and K. Eder. 2015. “Energy Modeling of Software for a Hardware Multithreaded Embedded
Microprocessor”. ACM Trans. Embed. Comput. Syst. 14, 3, Article 56 (April 2015), 25 pages.
DOI=10.1145/2700104 http://doi.acm.org/10.1145/2700104 36




The Cost of Communication

The Swallow Platform:

= 480 processor embedded B& ¥25
system, based on the
XMOS XS1 architecture

= 16 cores per slice

& ™\

\
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’ N 7 N

Switch

Switch
Processor Processor
links links
L Core Core
Ll Ll

K\ y. g /Ly




Biquad Filter Example

= 7 threads across 2 cores,

Implemented In various
configurations on (Q
Swallow:
O
— Good spatial locality,
— Poor spatial locality,

= 7 threads across 7 N

cores. @Q




Comms example: Biquad filter

= 7-stage biquad filter implemented in various
configurations on Swallow.

= Active cores, latency, contention and under/
over-allocation all affect total energy.

= Power, energy & time a valuable triple.

7-core
Biquad

2-core
Biquad
Comer

2Core
Biquad

® Averdoe Y
oergy (out

“ Average IV

ey
|

0 0% ' 1S 2 4. 3 0 01t 02 03 04 05 06 07 08 02 o4 o6 08 ! z

Power (W) Time (S) Energy (J)

1'C°r° B Aaiaoe 1Y Doy (e )

Biquad

Avwiage W) powes



Energy Consumption Analysis
enables energy transparency




Energy Consumption Analysis
enables energy transparency

! §

Lagva e v FE
. " L ' 1

) ‘U'.IS.U.‘ MERAL A T3P
(Y IS

QLR .'?li‘;'.--l;');: ‘,Ul'-'
et T = m
IREC AR RO

3 1IN LD




SRA at the ISA Level

= Combine static

resource analysis ;
(SRA) with the ISA- s |
level energy model. 3
e
= Provide energy - l |

consumption function
parameterised by
some property of the
program or its data.




Static Energy Usage Analysis

Original Program: Extracted Cost Relations:

+ C 1f x<=0
+ C,(x) 1if x>0
+ C

fact (X_l)

int fact (int x) { Ctact (X)
if (x<=0)=2 Ceact (X)
C.(x) =

OHON®
o
o

Q.

return 1P;
return (x *¢ fact(x-1))°¢;

(o}

= Substitute C_, C,, C, with

the actual energy required to execute the
corresponding lower-level (machine) instructions.

= Solve equation using off-the-shelf solvers. =

=5
3 8
o S ©

Energy (n))
-

= Result: C, . (x) = (26x + 19.4) nJ

- 8 88838




ISA-Level Analysis Results

1800
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U. Ligat, S. Kerrison, A. Serrano, K. Georgiou, N. Grech, P. Lopez-Garcia, M.V. Hermenegildo and K. Eder.
“Energy Consumption Analysis of Programs based on XMOS ISA-Level Models”. LOPSTR 2013.
LNCS 8901. Springer. DOI: 10.1007/978 33191412515
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ISA-Level Analysis Results

. Fibonacci(N)
3 3
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U. Ligat, S. Kerrison, A. Serrano, K. Georgiou, N. Grech, P. Lopez-Garcia, M.V. Hermenegildo and K. Eder. “Energy
Consumption Analysis of Programs based on XMOS ISA-Level Models”. LOPSTR 2013.
LNCS 8901. Springer. DOI: 10.1007/978 3 319 14125 1_5




Analysis Options

Less Accurate Predictions

= Moving away from

XC
the underlying
X Compiler Front:End model risks loss of
LLVM-IR t Optimizations accuracy.
Lowermgtarrgeawemsy ™ But it brings us
- closer to the original

source code.
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Energy Consumption of LLVM IR
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K. Georgiou, S. Kerrison, Z. Chamski and K. Eder. 2017. “Energy Transparency for Deeply Embedded Programs”.
ACM Trans. Archit. Code Optim. (TACO) 14, 1, Article 8 (March 2017), 26 pages. DOI: https://doi.org/10.1145/3046679.
https://arxiv.org/abs/1609.02193

U. Ligat, K. Georgiou, S. Kerrison, P. Lopez-Garcia, J.P. Gallagher, M.V. Hermenegildo, K. Eder. “Inferring Parametric Energy
Consumption Functions at Different Software Levels: ISAvs. LLVM IR”. In Proceedings of FOPARA 2015. LNCS 9964.
Springer. DOI: 10.1007/978-3-319-46559-3 5 http://arxiv.org/abs/1511.01413




LLVM IR Energy Characterization

Stage 1 : LLVM IR annotation

Stage 2 : Mapping, LLVM IR energy characterization

7Sla¢t 3 : Tuning, LLVM IR BB energy charct.

Source
code

!

LLVM Based
Compiler

Front.end +
Optimizer I

Optimized _
LLVM IR

LUvm

Mapping
Pass

ISA Energy
Model

Mapping

*

LLVM IR Energy
Characterization

/\

LLVM IR with
new debug
information

LLVM
Lowering

Tuning
Energy +
s ¢ aracterised wepe!  LLVM IR basic block
LLVM IR Energy Characterization
Energy
. characterized
ey LLVM IR basic
s debug
information

K. Georgiou, S. Kerrison, Z. Chamski and K. Eder. 2017. “Energy Transparency for Deeply Embedded Programs”.
ACM Trans. Archit. Code Optim. (TACO) 14, 1, Article 8 (March 2017), 26 pages. DOI: https://doi.org/10.1145/3046679.
https://arxiv.org/abs/1609.02193




Analysis at the LLVM IR Level

— gﬁ]

LUVMAIR LLVM-IR Resource
— ’ — s Analy5|s
& A H Resource ] r Mapper W
ISA
. Analysis L ) L Tool
SA

ENERGY |

ENERGY |

N. Grech, K. Georgiou, J. Pallister, S. Kerrison, J. Morse, K. Eder. 2015. “Static analysis of energy consumption
for LLVM IR programs”. In Proceedings of the 18th International Workshop on Software and Compilers for

Embedded Systems (SCOPES '15). ACM, New York, NY, USA, pages 12-21.
http://dx.doi.org/10.1145/2764967.2764974




SRA for Energy Consumption

J

Source
Code

L

I

Annotations

User

LLVM IR/ ISA Control Flow
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Compiler
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Energy
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K. Georgiou, S. Kerrison, Z. Chamski and K. Eder. 2017. “Energy Transparency for Deeply Embedded
Programs”. ACM Trans. Archit. Code Optim. (TACO) 14, 1, Article 8 (March 2017), 26 pages. DOI:

https://doi.org/10.1145/3046679. https://arxiv.org/abs/1609.02193




SRA for Energy Consumption

% Error vs. hardware

10 1 -Simulation B ISA SRA B LLVMIR SRA
|
0

—1e \ N \ A" N\ A A\S N\ \ N \ N\

K. Georgiou, S. Kerrison, Z. Chamski and K. Eder. 2017. “Energy Transparency for Deeply Embedded
Programs”. ACM Trans. Archit. Code Optim. (TACO) 14, 1, Article 8 (March 2017), 26 pages. DOI:
https://doi.org/10.1145/3046679. https://arxiv.org/abs/1609.02193




EC Static Analysis Results
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K. Georgiou, S. Kerrison, Z. Chamski and K. Eder. 2017. “Energy Transparency for Deeply Embedded
Programs”. ACM Trans. Archit. Code Optim. (TACO) 14, 1, Article 8 (March 2017), 26 pages. DOI:
https://doi.org/10.1145/3046679. https://arxiv.org/abs/1609.02193




Profiling-based Energy Estimation

---------------------------------------------------------------------

ko :' Pmﬂ"ng Compiler ‘
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K. Georgiou, S. Kerrison, Z. Chamski and K. Eder. 2017. “Energy Transparency for Deeply Embedded
Programs”. ACM Trans. Archit. Code Optim. (TACO) 14, 1, Article 8 (March 2017), 26 pages. DOI:
https://doi.org/10.1145/3046679. https://arxiv.org/abs/1609.02193




Energy Consumption Profiling

% Error vs. hardware
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K. Georgiou, S. Kerrison, Z. Chamski and K. Eder. 2017. “Energy Transparency for Deeply Embedded
Programs”. ACM Trans. Archit. Code Optim. (TACO) 14, 1, Article 8 (March 2017), 26 pages. DOI:

https://doi.org/10.1145/3046679. https://arxiv.org/abs/1609.02193




Learning Objectives

v"Why software is key to energy efficient computing

v"What energy transparency means and why we
need energy transparency to achieve energy
efficient computing

v"How to measure the energy consumed by
software

v How to estimate the energy consumed by
software without measuring

v"How to construct energy consumption models
= Why timing and energy analysis differ



Learning Objectives

v"Why software is key to energy efficient computing

v"What energy transparency means and why we
need energy transparency to achieve energy
efficient computing

v"How to measure the energy consumed by
software

v How to estimate the energy consumed by
software without measuring

v"How to construct energy consumption models
= Why timing and energy analysis differ



The Worst Case ...
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Static Resource Bound Analysis

A

RESOURCE USAGE

w— SPECIFICATION UPPELR/LOWER BOUNDS (SU/SL)
[ SPECIFICATION INTERVALS

— ANALYSIS UPPER/LOWER BOUNDS (SU / SL)
B} ANALYSIS INTERVALS

SL

INPUT DATA SIZE

Source: Pedro Lopez Garcia, IMDEA Software Research Institute 5



Worst Case Execution Time

= Worst Case Execution Time (WCET) Analysis:

— WCET model

— WCET bounds (often for safety critical applications)

 safe, i.e. no underestimation
« tight, i.e. ideally very little overestimation

.
L

worst-case performance

P

worst-case Earantee

>

The actual WCET

t%”.‘n".! pCeT Observed R —

distribution of times

Minimal mustbe foundor | Maximal

0 measured execution times ——»

SVRRTS

From “The Worst-Case Execution-
Upper Time Problem — Overview of

observed s
bound execution execution WCET gomlj:g Methods and Survey of Tools” by
ime Ume WILHELM et al. (2008)

possible execution times

—>
time

timing predictability

Does this work for energy consumption analysis?



Worst Case Energy Consumption

= WCEC analysis goes well beyond WCET

analysis.

— embedded real-time systems that are timing predictable
execute instructions in a fixed number of clock cycles

— timing variability has mostly been eliminated “by design”
through the use of synchronous logic

— WCET then depends only on the WC execution path

= But, energy consumption is

data dependent.
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W/A/B-Case Energy Consumption

Power for different data, In mw of dynamic power
Instruction: xcore/sub

4 4T 4

16 32 48 64 80 96 112 128 144 160 176 192 208 224 240 256
Operand 2
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Dynamic Energy can be significant

= Data dependent switching costs
can be large, ~30%

= Some instructions can cause as Ghaderl
much dynamic energy as static Vs s
(sub) A

= How can we account for context-
dependent switching costs?

= Can WCEC be safe and tight?




Statistical Energy Modelling

3-0 T T 1
2 5 | = - Welbull ﬁt
' ——  FExtreme value fit

20HEE Test data
1.5}

1.0F
0.5}
0.0

66 68 70 72 74 76 7.8
Energy distribution (nJ) for AVR shl

= Many instructions exhibit statistical properties
= Different instruction distributions can be composed

= Can statistically impossible energy be considered
a safe upper bound?



Data Dependent Energy Modeling for
Worst Case Energy Consumption Analysis

James Pallister, Steve Kerrison, Jeremy Morse, Kerstin Eder
Department of Computer Science, University of Bristol, BS8 1UB, UK
firstname. lastname@bristolac.uk

ABSTRACT

Safely meeting Worst Case Energy Consumption (WCEC) eriteria
requires accurate energy modeling of software. We investigate the
impact of instruction operand values upon energy consumption
in cacheless embedded processors. Existing instruction-level en-
ergy models typically use measurements from random input data,
providing estimates unsuitable for safe WCEC analysis.

We examine probabilistic energy distributions of instructions
and propose a model for composing instruction sequences using
distributions, enabling WCEC analysis on program basic blocks. The
worst case is predicted with statistical analysis. Further, we verify
that the energy of embedded benchmarks can be charactenised as
a distribution, and compare our proposed technique with other
methods of estimating energy consumption.

ACM Reference format:

James Pallister, Steve Keerison, Jerersy Morse, Kerstin Eder. 2017. Data
Dependent Energy Modeling for Warst Case Energy Consumption Analysis
In Proceedings of SCOFES “17, Sankt Gogr, Germany; June 1214, 2017, 9 pages.
hittps.//dot.ong/ 10,1 145/3078659 3075666

1 INTRODUCTION

In real-time embedded systems, execution tane of & program must
be bounded. This can provide guarantees that tasks will meet hard
deadlines and the system will function without failure, Recently,
efforts have been made to give upper bounds on program energy
consumption 1o determine if a task will complete within an avail-

6
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- = B
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0 16 32 & 64 50 96 121231 D1 76192 208224290256
Operand 2

Figure 1: Power map of syl instruction for the AVR proces-
sor; total range is 15 % of SoC power.

pever under-estimates. Current models have not been analysed in
this context to provide sufficient confidence, and power figures from
manufacturer datasheets are not sufliciently detailed to provide
tight bounds.

J. Pallister, S. Kerrison, J. Morse, and K. Eder. 2017. Data Dependent Energy Modeling for Worst
Case Energy Consumption Analysis. In Proceedings of the 20th International Workshop on
Software and Compilers for Embedded Systems (SCOPES '17), Sander Stuijk (Ed.). ACM, New
York, NY, USA, 51-59. DOI: https://doi.org/10.1145/3078659.3078666




Data Dependent Energy Modelling

Critical questions for WCEC modelling:

= Which data should be used to
characterize a WCEC model?

= Which data causes the WCEC
for a given program?

= Which data triggers the most
switching during the execution
of the program?




Energy of an Instruction Sequence

100 data values provided to a sequence of 8 instructions
ranking of the instruction sequence’s energy up to instruction x
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On the Limitations of Analyzing Worst-Case Dynamic
Energy of Processing

JEREMY MORSE, STEVE KERRISON, and KERSTIN EDER, University of Bristol

This article examines dynamic energy consumption caused by data during software execution on deeply
embedded microprocessors, which can be significant on some devices. In worst-case energy consumption
analysis, energy models are used to find the most costly execution path. Taking each instruction’s worst-
case energy produces a safe but overly pessimistic upper bound. Algorithms for safe and tight bounds would
be desirable, We show that finding exact worst-case energy is NP-hard, and that tight bounds cannot be
approximated with guaranteed safety. We conclude that any energy model targeting tightness must either
sacrifice safety or accept overapproximation proportional to data-dependent energy.

CCS Concepts: « Hardware —+ Chip-level power issues:
Additional Key Words and Phrases: Energy transparency, complexity, worst case energy consumption

ACM Reference format:

Jeremy Morse, Steve Kerrison, and Kerstin Eder. 2018. On the Limitations of Analyzing Worst-Case Dynamsc
Energy of Processing, ACM Trans. Embed. Comput. Syst. 17, 3, Article 59 (February 2018), 22 pages.
https://doi.org/ 10,1 145/3173042

1 INTRODUCTION

A significant design constraint in the development of embedded systems is that of resource con-
sumption, Software executed on embedded hardware typically has very limited memory and com-
puting performance available, and yet must meet the requirements of the system. To aid the design
process, analysis tools such as profilers or maximum-stack-depth estimators provide the developer

J. Morse, S. Kerrison, and K. Eder. 2018. On the Limitations of Analyzing Worst-Case Dynamic
Energy of Processing. ACM Trans. Embed. Comput. Syst. 17, 3, Article 59 (February 2018), 22
pages. DOI: https://doi.org/10.1145/3173042




Complexity Analysis

= Determining switching costs is NP-hard

— Amount of computation required increases
exponentially with program size

— Problem cannot be approximated accurately

= No algorithm can efficiently find dynamic energy,
so other questions must be posed

— Is a less general solution acceptable?
— What level of inaccuracy can be tolerated?

J. Morse, S. Kerrison, and K. Eder. 2018. On the Limitations of Analyzing Worst-Case Dynamic
Energy of Processing. ACM Trans. Embed. Comput. Syst. 17, 3, Article 59 (February 2018), 22
pages. DOI: https://doi.org/10.1145/3173042
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Impact of Datapath Switch

Operand 2

Operand 2

Operand 2
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Operand 2

Operand 2

Operand 2

J. Morse, S. Kerrison, and K. Eder. 2018. On the Limitations of Analyzing Worst-Case Dynamic Energy of Processing. ACM

Trans. Embed. Comput. Syst. 17, 3, Article 59 (February 2018), 22 pages. DOI: https://doi.org/10.1145/3173042




Summing up

= To achieve Energy Transparency

— Energy modelling is a challenge

 Fundamental research questions
— data-dependent energy models
— compositional
— probabilistic techniques

— Analysis techniques for energy consumption
« SRA works best for loT-type systems

 Hybrid, profiling-based techniques for more
complex architectures



Learning Objectives

v"Why software is key to energy efficient computing

v"What energy transparency means and why we
need energy transparency to achieve energy
efficient computing

v"How to measure the energy consumed by
software

v How to estimate the energy consumed by
software without measuring

v"How to construct energy consumption models
v"Why timing and energy analysis differ



Towards Energy Aware
Software Engineering
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Energy Transparency

= For HW designers:

“Power is a 1st and last order design constraint.”
[Dan Hutcheson, VLSI Research, Inc., E3S Keynote 2011]

= “Every design is a pointin a 2D plane.”
[Mark Horowitz,E3S 2009]

Scaling Power and the Future of CMOS

Mark Horowitz, EE/CS Stanford University
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Energy Transparency

= For HW designers:
“Power is a 1st and last order design constraint.”

[Dan Hutcheson, VLSI Research, Inc., E3S Keynote 2011]

= "Every design is a point in a 2D plane.”

[Mark Horowitz,E3S 2009]
Optimizing Energy

Every design is a point on a 2-D plane

Energy

Performance
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Energy Transparency

= For HW designers:
“Power is a 1st and last order design constraint.”

[Dan Hutcheson, VLSI Research, Inc., E3S Keynote 2011]

= “Every design is a pointin a 2D plane.”
[Mark Horowitz,E3S 2009]

Optimizing Energy

Every design is a point on a 2-D plane
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Energy Transparency

= For HW designers:

“Power is a 1st and last order design constraint.”
[Dan Hutcheson, VLSI Research, Inc., E3S Keynote 2011]

= “Every design is a pointin a 2D plane.”
[Mark Horowitz,E3S 2009]

Optimizing Energy

Performance
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More POWER to SW Developers

= Full Energy Transparency
from HW to SW
= New programming models

in 5pJd do {...}

“Cool” code for green software
A cool programming competition!
Energy rated software

V%"Mwml“<§$
ENERGY STAR

We aim to promote
energy efficiency to a 1st class SW design goal

Pictures taken from the Energy Efficient Computing Brochure at:
ps: ect.innovateuk.org/documen 8891/9 074 e
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